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#### Abstract

The empirical modeling of the cross-country differences in growth behavior is undoubtedly one of the most predominant research topics in applied macroeconometrics. However, despite the vast research effort it seems that there are only a few firm conclusions on the sources of cross-country differences. Unlike the bulk of the literature which focuses on linear parametric models this paper studies a semi-parametric way of modelling. In particular, it employs projection pursuit regression (PPR) to model the mean regression function of the growth process by a sum of unknown ridge functions (functions of linear combinations of covariates). PPR model was proposed by Friedman and Stuetzle (1981) to approximate high dimensional functions by simpler functions that operate in low dimensional spaces-typically one-dimensional. My findings identify non-linear relationships among the basic Solow-type variables. In particular, initial income and human capital affect growth in a very nonlinear way. Furthermore, there is evidence of interaction effects between human capital and initial income as well as between initial income and population growth rates. These findings suggest the presence of two steady-state equilibria that classify countries into two groups with different convergence characteristics.


## 1 Introduction

One of the most important set of questions economists face today is why differences in standards of living across countries are huge. Why is the typical person in the United States is twenty to thirty times richer that the typical person in Nigeria? Why do we observe negative growth rates? Do clusters or convergence clubs of economies
emerge from the interaction of countries (through trade or technological transfer), or does convergence to equality result? Researchers have tried to empirically answer this kind of questions by looking at cross-country growth rates.

In doing so, researchers have been using the linear Solow growth model as illustrated by Barro (1991, 1997), Barro and Sala-I-Martin (1995), and Mankiw, Romer and Weil (1992), Evans (1993), Islam (1995). This takes the form of a linear regression model of growth rates on population growth rates, saving rates for physical and human capital accumulation and initial income. The coefficient on initial income allows the assessment of the conditional convergence hypothesis; that is the proposition that countries with identical structural characteristics converge to one another in the long run independently of their initial conditions. This baseline model is usually augmented by additional country specific covariates suggested by a range of new growth theories. For instance, Durlauf and Quah (1999) registered more than 80 variables - ranging from market distortions, geographical regions, source endowments, climate, institutions, politics, war etc. - used (and found to be significant) by various researchers. Based on this model researchers make strong predictions about the differences in growth rates across countries.
"...Growth differences between countries depend first on each country's existing level of output. If a country's current output is below its steadystate level of output, there is a catching-up process, which occurs mainly through technological transfer. Each year's growth eliminates some 2.5 percent of the gap between actual and steady-state output", Barro (1997), pp.vii.

Ironically, Robert Solow in his Economica, 53, S23-34, 1986, is skeptical ${ }^{1}$ about his own model which has been taken to explain the cross-country growth differences for every country in the world:
"...One model is supposed to apply everywhere and always. Each country is just a point on a cross-section regression, or one among several essentially identical regressions, leaving only grumblers to worry about what is exogenous and what is endogenous, and whether simple parameterizations do justice to real differences in the way the economic mechanism functions in one place or another."

Solow's scepticism is embraced by many other researchers. Typical examples include Pack (1994), Durlauf and Quah (1999), and Brock and Durlauf (2000). These studies identify and describe a number of problems which can explain the widespread mistrust with cross-country growth regression.

[^0]This paper focuses on the problem of the linear specification of the cross-country growth regression and proposes a flexible semiparametric specification to uncover nonlinearities in the cross-country growth process. In contrast, the current literature imposes strong homogeneity assumptions on the cross-country growth process by assuming that each country is described by an identical Cobb-Douglas aggregate production function. This is odd given that modern growth theory suggests that different countries should be described by different aggregate production functions. What is more, under many endogenous growth models, the cross-country growth process is profoundly nonlinear. Hence, using the linear Solow model to test among competing growth models is of limited use; see Bernard and Durlauf (1996). Furthermore, the assumption of Cobb-Douglas production functions may not be valid. This is important given that Cobb-Douglas production function is a necessary condition for the linearity of the Solow growth model. To this end, Duffy and Papageorgiou (1999) find evidence in favor of a CES production function rather than the standard Cobb-Douglas specification.

Additionally, several empirical studies have developed evidence of nonlinearities and cross-country heterogeneity. Examples include Durlauf and Johnson (1995), Desdoigts (1999), Liu and Stengos (1999), Canova (1999), Hansen (2000), Durlauf, Kourtellos, and Minkin (2000) and Kourtellos (2001). Durlauf and Johnson employ a tree-regression approach to uncover multiple regimes in the data while Hansen proposes a threshold regression model that leads to a formal test for the presence of a regime change. Liu and Stengos employ a semi-parametric specification test and an additive semiparametric partially linear model to identify nonlinear growth patterns. Canova (1999) uses a predictive density approach, Desdoigts employs an exploratory projection pursuit (density estimation).

An interesting special form of nonlinearity is coefficient heterogeneity: the coefficients of the cross-country growth regression vary across countries. Kourtellos (2001) assumes a local Solow growth model in the sense that a Cobb-Douglas aggregate production function applies to each country but the parameters of this function vary across countries. In particular, he exploits an interesting form of interactions effects by employing a varying coefficient model with a conditional linear structure where the coefficients of the Solow-type variables vary across countries according to initial conditions or other country specific characteristics.

This paper takes an even more gerenal approach by assuming no specific aggregate production function and hence no specific functional form for the cross-country growth process. In particular, it models the cross-country growth process using projection pursuit regression (PPR). The PPR model is a semi-parametric way of modeling nonlinearities in particular interaction effects. Interactions are important in understanding how the parameters of the aggregate production function vary across countries. The projection pursuit model has an advantage over other semiparametric techniques, for a number of reasons. First of all, the smoothing is always one-dimensional and thus the PPR model overcomes the problem of the 'curse of
dimensionality'. Therefore, projection pursuit regressions can be easily, quickly and accurately estimated with relatively low variance. Further, the PPR models are quite general. They are capable to approximate a much richer class of functions than Generalized Additive Models (GAM); see Hastie and Tibshirani (1990). Unlike GAM, PPR model allows for interactions by modeling the regression surface as a sum of general smooth functions of linear combinations of the predictors. Furthermore, under certain identifying restrictions, several parametric and non-parametric models can be viewed as special cases of the PPR model: the Additive Model (with or without interactions), the Partially Linear Additive Model (with or without interactions), the Single Index Model (Horowitz (1999)), the Partial Linear Single Index Model (Xia et al (1999), the Linear Regression Model, etc.

My results show that there exist nonlinearities that characterize the effects of basic Solow-type variables on growth. In particular, my results emphasize the existence of interaction effects human capital and initial income as well as between initial income and population growth rates. These findings seem to suggest the existence of two steady state equilibria in the growth process.

## 2 Projection Pursuit Regression (PPR) Model

Projection Pursuit Regression (PPR) model was proposed to approximate high dimensional functions, $m\left(\mathbf{x}_{i}\right)=E\left(g_{i} / \mathbf{X}_{i}=\mathbf{x}_{i}\right), \mathbf{x}_{i} \in \mathbb{R}^{p}$ by simpler functions that operate in low $(d \ll p)$ dimensional spaces - typically for $d=1$. The model of regression surface is based on projections of the data on planes spanned by the endogenous variable $g$ and a linear combination $\mathbf{a}^{\prime} \mathbf{x}$ of the explanatory variables. The idea of PPR is to approximate the mean regression function by a sum of unknown ridge functions $m\left(\mathbf{x}_{i}\right)=\sum_{j=1}^{M} \beta_{j} f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right) ;$ Diaconis and Shahshahani (1984) provide an approximation theory justification as the number of ridge functions $(M)$ goes to infinity.

In particular, given a random vector $(\mathbf{X}, g) \in \mathbb{R}^{p+1}$ from a random sample, PPR model is defined in form of:

$$
\begin{equation*}
g_{i}=\beta_{0}+\sum_{j=1}^{M} \beta_{j} f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right)+u_{i}, \quad i \in \mathbb{I} \tag{1}
\end{equation*}
$$

n, where $f_{j}(\cdot) \in C^{2}$ for $j=1 \ldots M, \boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{M}\right)^{\prime}$ are the regression coefficients, and $\boldsymbol{\alpha}_{j}=\left(\alpha_{1 j}, \alpha_{2 j}, \ldots, \alpha_{p j}\right)^{\prime}$ are the $p \times 1$ direction vectors. For identification reasons we need to assume that $E\left\{f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right)\right\}=0^{2}, E\left\{f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right)\right\}^{2}=1$ and, $\boldsymbol{\alpha}_{j}^{\prime} \boldsymbol{\alpha}_{j}=1$ for $j=1 \ldots M$. The parameters of interest are given by the parameter vector $\varphi$

$$
\begin{equation*}
\boldsymbol{\varphi}:=\left(\boldsymbol{\alpha}, \boldsymbol{\beta}, \sigma^{2}\right) \in \mathbb{R}^{p M} \times \mathbb{R}^{M+1} \times \mathbb{R}_{+} \tag{2}
\end{equation*}
$$

[^1]with $\boldsymbol{\beta}:=\left(\beta_{1}, \ldots, \beta_{M}\right)$ reflecting the regression coefficients for the non-linear and linear part, respectively; $\boldsymbol{\alpha}:=\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \boldsymbol{\alpha}_{3}, . ., \boldsymbol{\alpha}_{M}\right)$ denoting the $p \times M$ direction vectors; $M$ is the number of ridge functions (terms); $\sigma^{2}$ the conditional variance of the model. The $\operatorname{Rank}(\mathbf{x})=p$, where $\mathbf{x}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)^{\prime}: n \times p$. The probability model is specified in terms of the first and second conditional moments
\[

$$
\begin{align*}
E\left(g_{i}\right. & \left.\mid \quad \mathbf{X}_{i}=\mathbf{x}_{i}\right)=\beta_{0}+\sum_{j=1}^{M} \beta_{j} f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right)  \tag{3}\\
\operatorname{Var}\left(g_{i}\right. & \left.\mid \quad \mathbf{X}_{i}=\mathbf{x}_{i}\right)=\sigma^{2} \tag{4}
\end{align*}
$$
\]

as well as some conditions regarding the nature of the unknown functions. In particular, the functions $f_{1}, \ldots, f_{M}$ are elements of the Sobolev space, where $\mathcal{H}_{j}^{2}(\mathbb{R})=$ $\left\{f_{j} \in C^{1}(\mathbb{R}) \mid f_{j}^{\prime}\right.$ absolutely continuous and $\left.f_{j}^{\prime \prime} \in L_{2}(\mathbb{R})\right\}$ for $j=1, . ., M$ and the reproducing kernel $\left(\mathcal{R}_{j}\right)$ associated with the space $\mathcal{H}_{j}^{2}(\mathbb{R}), \boldsymbol{\Sigma}_{j}=\left\{\mathcal{R}_{j}\left(v_{s}, v_{t}\right)\right\}$, is a positive definite matrix. Finally, the sampling model is assumed to be an independent identically distributed random sample ( $\mathbf{x}, g$ ) with $g=\left(g_{1}, \ldots, g_{n}\right)^{\prime}$ drawn from a well behaved distribution $F(g, \mathbf{X})$.

The PPR model is quite general in the sense that several semipametric or parametric models can be viewed as nested hypotheses to the PPR. Specifically, with suitable choices of $\beta, \alpha, M$, and $f_{j}^{\prime} s$ we can get the single index model, the additive model, the partial linear model, the partial linear additive model, simple linear model, etc.

## 3 Estimation

PPR estimation procedure was introduced by Friedman and Stuetzle (1981) and refined by Friedman (1984b). For given number of terms, $M$, the model parameters $\varphi$ and the unknown functions $f_{1}, \ldots, f_{M}$ are estimated by minimizing the criterion $L_{2}$

$$
\begin{equation*}
L_{2}=E\left[g_{i}-\beta_{0}-\sum_{j=1}^{M} \beta_{j} f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right)\right]^{2} \tag{5}
\end{equation*}
$$

using the alternating optimization strategy.
Following Friedman (1984b), for a particular term k, the above criterion $L_{2}$ can be written as

$$
\begin{equation*}
L_{2} \equiv L_{2}^{k}=E\left[r_{i}^{k}-\beta_{k} f_{k}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)\right]^{2} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
r_{i}^{k}=g_{i}-\beta_{0}-\sum_{j \neq k}^{M} \beta_{j} f_{j}\left(\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}_{i}\right) \tag{7}
\end{equation*}
$$

The criterion $L_{2}^{k}$ is minimized with respect to the parameters $\left(\beta_{k}, f_{k}, \boldsymbol{\alpha}_{k}\right)$ to give the $k^{t h}$ projective approximation to $m(\mathbf{x})$, defined by $\beta_{k} f_{\boldsymbol{\alpha}_{k}}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)$. These parameters
define new residuals $r_{i}^{k^{\prime}}, k \neq k^{\prime}$, to obtain new solutions for the parameters of other terms. This method is iterated over all terms until convergence.

Let us focus on the estimation of the parameters of the $k_{t h}$ term given $r_{i}^{k}$. Notice that, given $f_{k}$ and $\boldsymbol{\alpha}_{k}$, the solution for $\beta_{k}$ is readily given by least squares theory

$$
\begin{equation*}
\beta_{k}^{*}=\frac{E\left(r_{i}^{k} f_{k}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)\right)}{E\left(f_{k}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)\right)^{2}} \tag{8}
\end{equation*}
$$

Hence one needs to obtain first the smooth function $f_{k}$ and the projection $\boldsymbol{\alpha}_{k}$.
Using the law of iterated expectations (6) can be reexpressed as

$$
\begin{equation*}
L_{2}^{k}=E_{\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}} E\left(\left[r_{i}^{k}-\beta_{k} f_{k}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)\right]^{2} \mid \boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right) \tag{9}
\end{equation*}
$$

$L_{2}$ is then minimized if $f_{k}$ is chosen to minimize the conditional loss criterion in (9) for each value of $\boldsymbol{\alpha}_{k}$. By projection theorem the solution of this problem is given by $k^{t h}$ projective approximation

$$
\begin{equation*}
f_{\boldsymbol{\alpha}_{k}}^{*}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)=\frac{1}{\beta_{k}^{2}} E\left(r_{i}^{k} \mid \boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right) \tag{10}
\end{equation*}
$$

for all $k=1,2, \ldots, M$. Notice that the assumptions that $E\left(f_{k}\right)=0$ and $E\left(f_{k}^{2}\right)=1$ make the regression coefficient $\beta_{k}$ irrelevant. Equation (10) leads to the formal representation

$$
\left(\begin{array}{ccccc}
\mathbf{I} & \mathbf{P}_{1} & \mathbf{P}_{1} & \cdots & \mathbf{P}_{1}  \tag{11}\\
\mathbf{P}_{2} & \mathbf{I} & \mathbf{P}_{2} & \cdots & \mathbf{P}_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{P}_{M} & \mathbf{P}_{M} & \cdots & \mathbf{P}_{M} & \mathbf{I}
\end{array}\right)\left(\begin{array}{c}
\mathbf{f}_{\alpha_{1}}^{*} \\
\mathbf{f}_{\alpha_{2}}^{*} \\
\vdots \\
\mathbf{f}_{\alpha_{M}}^{*}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{P}_{1} \mathbf{g} \\
\mathbf{P}_{2} \mathbf{g} \\
\vdots \\
\mathbf{P}_{M} \mathbf{g}
\end{array}\right)
$$

where $\mathbf{P}_{j}=E\left(\cdot \mid \boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}\right), g=\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{\prime}$ and $f_{\boldsymbol{\alpha}_{k}}^{*}=\left(f_{\boldsymbol{\alpha}_{k}}^{*}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{1}\right), \ldots, f_{\boldsymbol{\alpha} k}^{*}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{n}\right)\right)^{\prime}$. This system of equations can in principle be solved exactly but it can be very computationally expensive; it requires $O(n M)$ operations to solve the $n M \times n M$ system. In order to cope with this problem we employ the backfitting (Gauss-Seidel) algorithm: given initial values $\tilde{f}_{j}^{[0]}$ and $\tilde{f}_{j}^{[0]}$, the respective $l^{\text {th }}$ step backfitting estimators are

$$
\begin{equation*}
\widehat{\mathbf{f}}_{k}^{*[l]}=\mathbf{P}_{k}^{[l]}\left(\mathbf{g}-\sum_{k \neq j}^{M} \widehat{\mathbf{f}}_{j}^{[l-1]}\right) \tag{12}
\end{equation*}
$$

, where $\mathbf{P}_{k}^{[l]}$ is the $n \times n$ positive-definite univariate cubic spline smoother matrix. The algorithm is repeated until some prespecified tolerance is reached. Finally, it remains to minimize $L_{2}^{k}$ in (6) with respect to the projection direction $\boldsymbol{\alpha}_{k}$ with $\beta_{k}$ and $f_{k}$ fixed. The latter problem as well as the smoothing problem will be further discussed below.

The theoretical properties of PPR estimation procedure were investigated by Hall (1989), Huber (1985) and Jones (1985), Jones (1992). Hall showed that the estimation of the direction $\alpha$ can be done with $0\left(n^{-1 / 2}\right)$ while the nonparametric estimation ${ }^{3}$ of each term $f_{j}$ has an order worse than $n^{-1 / 2}$. Huber established weak $L_{2}$-convergence, Jones (1987), based on a generalized PPR procedure, proved strong convergence of the PPR estimation procedure and Jones (1992) established a $O(1 / \sqrt{M})$ non-sampling convergence rate.

### 3.1 Smoothing Problem

Friedman and Stuetzle (1981) and Friedman (1984b) estimate the smooth functions using the supersmoother. The supersmoother is two-dimensional nonlinear variable span smoother based on local linear fits, in which local cross-validation is used to estimate the optimal span (see Frideman (1984a). Hwang et al. (1994) use orthonormal Hermite polynomial functions to estimate the smooth functions. Their motivation of using these polynomials instead of the supersmoother was mainly based on the desirable properties of polynomials. They noted that polynomials have fast and accurate derivative calculation and a smooth interpolation. Following Hastie and Roosen (1994) this paper employs smoothing splines as they share the same properties as the polynomials and in addition they can be used to choose the smoothing parameters and the number of terms automatically.

In particular, the smooth function $f_{\boldsymbol{\alpha}_{k}}\left(v_{i k}\right)$ with $v_{i k}=\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}$ is estimated by minimizing the penalized least squares criterion $\mathcal{S}_{\lambda}^{k}$

$$
\begin{equation*}
\mathcal{S}_{\lambda}^{k}=\sum_{i=1}^{n}\left(r_{i}^{k}-\beta_{k} f_{\boldsymbol{\alpha}_{k}}\left(v_{i k}\right)\right)^{2}+\lambda_{k}\left\|f_{\boldsymbol{\alpha}_{k}}^{\prime \prime}\right\|_{2}^{2} \tag{13}
\end{equation*}
$$

where $\left\|f_{\alpha_{k}}^{\prime \prime}\right\|_{2}^{2}=\int\left(f_{\alpha_{k}}^{\prime \prime}(t)\right)^{2} d t$ and $\lambda_{k}>0$ is the smoothing parameter. Notice that as $\lambda_{k} \rightarrow \infty$, we get the linear model with $p+1$ degrees of freedom and with $\lambda_{k} \rightarrow 0$ we interpolate the data with $n$ degrees of freedom. The solution is given by the cubic smoothing spline. The Sobolev space $\mathcal{H}_{j}^{2}$ is supposed to have the decomposition $\mathcal{H}_{k}^{2}=\mathcal{H}_{0} \oplus \mathcal{H}_{k}$, where $\mathcal{H}_{0}$ is spanned by 2-dimensional polynomials $\phi_{1}$ and $\phi_{2}$ containing terms that are not penalized. The solution is known to be in terms of a basis $\left\{\phi_{v}\right\}$ for $\mathcal{H}_{0}$ and the r.k.'s $\mathcal{R}_{k}$ for the $\mathcal{H}_{k}$. Let $\mathbf{T}$ be the $n \times 2$ matrix of evaluations of $\phi_{j}, \mathbf{T}=\left\{\phi_{1}\left(v_{i}\right), \phi_{2}\left(v_{i}\right)\right\}_{i=1}^{n}$. Given assumption [8] the minimizer to (13) is known to have the form (see, Kimeldorf and Wahba (1971) )

$$
\begin{equation*}
\widehat{f}_{\lambda_{k}, \alpha_{k}}(v)=d_{j 1} \phi_{j 1}(v)+d_{j 2} \phi_{j 2}(v)+\sum_{i=1}^{n} c_{i} \mathcal{R}_{k}\left(v_{i}, v\right) \tag{14}
\end{equation*}
$$

[^2]where $\boldsymbol{\xi}^{\prime}(v)=\left(\mathcal{R}_{k}\left(v_{1}, v\right), \mathcal{R}_{k}\left(v_{2}, v\right), \ldots, \mathcal{R}_{k}\left(v_{n}, v\right)\right)$ and $\boldsymbol{\phi}^{\prime}(v)=\left(\phi_{1}(v), \phi_{2}(v)\right)$ and $\mathbf{d}=$ $\left(d_{1}, d_{2}\right)^{\prime}$ and $\mathbf{c}=\left(c_{1}, \ldots, c_{n}\right)^{\prime}$ are such that
\[

$$
\begin{align*}
\left(\boldsymbol{\Sigma}_{k}+n \lambda_{k} \mathbf{I}\right) \mathbf{c}+\mathbf{T d} & =\mathbf{g}  \tag{15}\\
\mathbf{T}^{\prime} \mathbf{c} & =0
\end{align*}
$$
\]

To compute $\mathbf{c}$ and $\mathbf{d}$, let the QR decomposition of $\mathbf{V}_{k}$, where $\mathbf{V}_{k}=\left(v_{1 k}, v_{2 k}, \ldots, v_{n k}\right)^{\prime}$ be $\mathbf{V}_{k}=\left(\begin{array}{ll}\mathbf{Q}_{1 k} & \mathbf{Q}_{2 k}\end{array}\right)\binom{\mathbf{R}_{k}}{0}$ where $\left(\begin{array}{ll}\mathbf{Q}_{1 k} & \mathbf{Q}_{2 k}\end{array}\right)$ is an orthogonal matrix and $\mathbf{R}$ is upper triangular, with $\mathbf{V}_{k}^{\prime} \mathbf{Q}_{2 k}=0$. By letting $\widehat{\mathbf{f}}_{\lambda_{k}, \boldsymbol{\alpha}_{k}}$ denote the predicted data $\widehat{\mathbf{f}}_{\lambda_{k}, \alpha_{k}}=\left(f_{\lambda_{k}, \alpha_{k}}\left(v_{1 k}\right), f_{\lambda_{k}, \alpha_{k}}\left(v_{2 k}\right), \ldots, f_{\lambda_{k}, \alpha_{k}}\left(v_{n k}\right)\right)^{\prime}$, then one can rewrite the above solution in a convenient computational form using the influence matrix $\mathbf{A}\left(\lambda_{k}\right)$,

$$
\begin{equation*}
\widehat{\mathbf{f}}_{\lambda_{k}, \alpha_{k}} \equiv \mathbf{A}\left(\lambda_{k}\right) g \tag{16}
\end{equation*}
$$

with $\mathbf{A}\left(\lambda_{k}\right)=\mathbf{I}_{n}-n \lambda_{k} \mathbf{Q}_{2 k}\left(\mathbf{Q}_{2 k}^{\prime}\left(\boldsymbol{\Sigma}_{k}+n \lambda_{k} \mathbf{I}_{n}\right) \mathbf{Q}_{2 k}\right)^{-1} \mathbf{Q}_{2 k}^{\prime} ;$ see (Wahba (1990), pp. 13).

### 3.2 Projection Direction

The $k^{t h}$ projection direction vector $\boldsymbol{\alpha}_{k}$ is estimated by minimizing

$$
\begin{equation*}
\mathcal{S}\left(\boldsymbol{\alpha}_{k}\right)=\sum_{i=1}^{n}\left(r_{i}^{k}-\widehat{\beta}_{k} \widehat{f}_{\boldsymbol{\alpha}_{k}}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)\right)^{2} \tag{17}
\end{equation*}
$$

Notice that the criterion $L_{2}^{k}$ is not a quadratic function of $\boldsymbol{\alpha}_{k}$ with $\beta_{k}$ and $f_{k}$ fixed therefore an iterative optimization method must be performed. Here, I use the GaussNewton method. Assuming that the optimal projection direction $\widehat{\boldsymbol{\alpha}}_{k}$ is an increment $\Delta$ from the current direction $\boldsymbol{\alpha}_{k}$ and let $u_{i}=r_{i}^{k}-\widehat{\beta}_{k}{\widehat{\mathcal{f}_{k}}}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)$ then $\Delta$ can be obtained by regressing residuals $u_{i}$, based on the current direction, on the estimated partial derivative $\frac{\partial u_{i}}{\partial \alpha_{k}}=-\beta_{k} \widehat{f_{k}^{\prime}}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)$, evaluated at the previous update value of projection direction. Cubic smoothing splines produced with piecewise cubic basis functions have an obvious advantage in obtaining derivatives over other linear smoothers. For a detailed presentation of the Gauss-Newton optimization procedure see Friedman (1984b) and Hwang et al. (1994).

### 3.3 Smoothing Parameters

All the smoothing and model parameters $\boldsymbol{\psi}=(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\lambda})$ can be chosen by a generalized cross validation (GCV) criterion

$$
\begin{equation*}
G C V(\boldsymbol{\psi})=\frac{\frac{1}{n} \sum_{i=1}^{n}\left(g_{i}-\widehat{m}_{\boldsymbol{\psi}}\left(\mathbf{v}_{i}\right)\right)^{2}}{\left(1-\frac{d f_{\psi}}{n}\right)^{2}} \tag{18}
\end{equation*}
$$

where $d f_{\psi}$ denotes the effective number of parameters used in the fit and is defined as $d f_{\psi} \equiv \operatorname{tr}\left(\mathbf{S}_{\psi}\right)$ where $\mathbf{S}_{\psi}$ denotes the PPR smooth operator matrix using the parameters $\boldsymbol{\psi}$. This definition of $d f_{\psi}$ is suggested by Hastie and Tibshirani (1990) to generalize the common notion of degrees of freedom of a linear model. However, this could be an extremely complicated non-linear optimization. In order to avoid this problem Hastie and Roosen (1994) proposed to evaluate the trace of $\mathbf{S}_{\psi}$ based on an approximation in a cyclic manner. The trace of the smooth is approximated as $\operatorname{tr}\left(\mathbf{S}_{\psi}\right)=M \cdot d+\sum_{j=1}^{M} \operatorname{tr}\left(\mathbf{S}_{\lambda_{j}}\right)$, where $\operatorname{tr}\left(\mathbf{S}_{\boldsymbol{\lambda}_{j}}\right)$ is the trace of the smoothing matrix for smooth $j$. For each term, the linear combination $\mathbf{a}_{j}$ is charged $p-1$ degrees of freedom, and 1 degree of freedom for the scale coefficient $\beta_{j}$. The optimization over directions and smoothing parameters is performed by cycling through each direction, freezing the parameters for all but one term j and minimizing the partial residuals for the remaining term. Let

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{S}_{\psi}\right)_{o f f s e t}=M \cdot d+\sum_{k \neq j} \operatorname{tr}\left(\mathbf{S}_{\lambda_{k}}\right) \tag{19}
\end{equation*}
$$

denote the degrees of freedom for all model components except the smooth $f_{k}$ under consideration. Notice that $r_{i}^{k}$ and $\operatorname{tr}\left(\mathbf{S}_{\psi}\right)_{\text {offset }}$ are constant with respect to the smoothing parameter $\lambda_{k}$ used in $f_{k}$. The GCV criterion can then be written as

$$
\begin{equation*}
G C V(\boldsymbol{\psi})=\frac{\frac{1}{n} \sum_{i=1}^{n}\left(r_{i}^{k}-\widehat{f}_{\alpha_{k}, \lambda_{k}}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)\right)^{2}}{\left(1-\frac{1}{n}\left[\operatorname{tr}\left(\mathbf{S}_{\lambda}^{k}\right)+\operatorname{tr}\left(\mathbf{S}_{\psi}\right)_{o f f s e t}\right]\right)^{2}} \tag{20}
\end{equation*}
$$

,where $\widehat{f}_{\boldsymbol{\alpha}_{k}, \lambda_{k}}\left(\boldsymbol{\alpha}_{k}^{\prime} \mathbf{x}_{i}\right)=\mathbf{S}_{\lambda_{k}} \cdot r_{i}^{k}$.

## 4 Empirical Results

### 4.1 Data

The data is a pooled cross-country dataset averaged over the periods 1960 -69, 1970-$79,1980-89$ based on King and Levine (1988). This dataset was chosen over alternative datasets on the grounds of comparisons with previous studies and available sample size of a balanced panel. The list of countries included in our dataset can be found in Liu and Stengos (1999). The explanatory variables comprise the observable variables suggested by the Solow growth model. They include (i) gpop, logarithm of average growth rate of the population plus 0.05 for depreciation; (ii) inv, logarithm of average proportion of real investments (including government) to real GDP; (iii) $h$, logarithm of average years of secondary schooling in the total population in each period; (vi) $y_{0}$, logarithm of initial per capita income. Figure 1 presents kernel density estimates of the variables used along with the $95 \%$ confidence intervals. The
quartic kernel, $k(x)=\frac{15}{16}\left(1-x^{2}\right)^{2} I(|x| \leq 1)$ was used and the bandwidth was based on the Silverman's rule of thumb. Income growth rates, $g$, reflect residuals from a regression of the change in the log of income per capita over the 1960s, the 1970s, and 1980 s on three time dummies.

### 4.2 Projections

The estimation procedure is implemented by the Automatic Smoothing Spline Projection Pursuit (ASP) proposed by Hastie and Roosen (1994). Appendix 1 summarizes the ASP procedure. GCV criterion picked one non-linear flattened s-shaped projection which seemed to be robust in changes of degrees freedom and in random initial values for the staring direction. Figure 2 shows the projection where for low values of the first direction the projection is apparently u-shaped while for high values the projection is more like an inverted stretched u-shape. Tables 1 (a) and 1(b) shows the first direction for the first projection obtained by GCV and the $\sqrt{n}$ - consistent regression coefficients.

A second projection of a quadratic shape was not picked by GCV as significant. This could be a sensitivity for the overall small sample size. If I specify the number of terms in Friedman style we get a second projection of a quadratic shape in addition to the one above. Figure 3(a) and 3(b) show the two projections. It is worth noticing that the first projection is approximately the same with the one picked by GCV. Table 2(a) and 2(b) present the direction vectors and the regression coefficients.

### 4.3 Interpretation

Having established that there are interesting (non-linear) projections in cross-country growth data I proceed to interpretation. Although the projection directions do not have any direct interpretation, combining the predictive ability of the smooths with the directions one can extract valuable information regarding the influence of the Solow-type variables on growth. Figures 3 (a)-(d) show the relation between predicted growth and the Solow-type variables $y 0$, $h$,inv, gpop, respectively along with $95 \%$ pointwise confidence intervals. The superimposed horizontal line refers to the corresponding least square constant coefficient from a linear regression. The results are quite revealing. Figure 3a shows the relation between predicted growth and initial income per capita, $y 0$. It suggests that the convergence hypothesis is only true for countries with per capita initial income higher than $\$ 1200$, which corresponds to Somalia. For countries with lower per capita income than $\$ 1200$ the relationship between growth and initial income per capita is positive and therefore the convergence hypothesis is not valid. What is more, the least square line cuts the $95 \%$ confidence interval in two occasions suggesting that the linear model is mispecified. This result is similar to that found by Stengos and Liu (1999) based on an additive partial linear model. This results is also suggestive of the presence of two steady state equilibria
in the growth process with the twin peaks found by Quah (1997) in the cross-country income distribution. Figure 4 b shows the relation between growth and secondary enrollment rates, respectively. For very low and medium values of the sample the schooling influence on growth appears to be a positive while for high enrollment levels it appears to taper off. Figure 3(c) and 3(d) reflect the relationship between growth and investment and growth and population growth, respectively. For these variables there is no strong evidence of the presence of nonlinearities.

As I mentioned earlier in the paper, the power of the projection pursuit regression stems from its ability to capture interactions. These interaction effects are largely ignored by additive models. It is worth noting that Figures 3(a)-(d) are incapable of presenting interaction effects because all the variables but the one in question are held fixed at their mean values. Instead, I use coplots of predicted growth $\widehat{g}$ against pairs of Solow-type variables. Figure 4 shows the coplot of $\widehat{g}$ against $y_{0}$, given $h$. The dependence panels are the $3 \times 3$ array, and the given panel is at the top. On each dependence panel, $\widehat{g}$ is graphed against $y_{0}$ for those observations whose values of $h$ lie in a given interval. The intervals are shown on the given panel; as we move from left to right through these intervals, we move from left to right and then bottom to top through the dependence panels. For very low levels of human capital the relationship between $\widehat{g}$ and $y_{0}$ is rather linear with downward slope. For countries with higher levels of human capital this relationship becomes nonlinear with a quadratic shape similar to Figure 3(a). This behavior suggests the presence of more than one steadystate equilibrium in the growth process with the low initial income and low human capital countries converging to a different equilibrium from the high initial income and high human countries. Furthermore, for low initial income and higher human capital countries there is no evidence of convergence.

Figure 5 shows the coplot of $\widehat{g}$ against $h$, given $y_{0}$. For very low initial income countries and high initial income, the relationship between $\widehat{g}$ and $h$ is linear with positive slope as the one predicted by the Solow growth model. For middle initial income countries, this relationship becomes quadratic. This graph suggests the presence of interaction between initial income and human capital such that the positive effect of human capital on growth is only true for countries with low and high initial income.

Figure 6 shows the coplot of $\widehat{g}$ against $y_{0}$, given gpop. For countries with low population growth rates - i.e. mostly industrialized countries - the relationship between $\widehat{g}$ and $y_{0}$ is linear and downward sloping. This suggests that at least for most of the industrialized countries the relationship between growth and initial income can be taken to be linear as that predicted from the Solow growth model. For countries with higher population growth rates - i.e. mostly developing and undeveloped countries the relationship between $\widehat{g}$ and $y_{0}$ is quadratic similar to Figure 3(a). This suggests the presence of interaction between initial income and population growth that prevents "poor" countries with high population growth rates to converge to the same steady state equilibrium as the "poor" countries with low population growth rates.

## 5 Conclusion

This paper introduces a new way of modeling cross-country growth data by the means of projection pursuit regression. It demonstrates that projection pursuit is capable of modeling deep non-linearities and in particular, interaction effects in the cross-country growth process which are generally ignored by previous studies. I find that initial income and human capital affect growth in a very nonlinear way. Furthermore I find evidence of interaction effects between human capital and initial income as well as between initial income and population growth rates. These interaction effects provide a richer understanding of cross-country growth differences. Overall my empirical results suggest the presence of two steady state equilibriums in the growth process that classify the countries into two regimes. A full understanding of cross-country growth differences will need to explain the existence of interaction effects and to test the projection pursuit model against other nested models.
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Figure 4 - coplot of predicted growth against initial income given human capital with scatterplot smoothings
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[^0]:    ${ }^{1}$ In Solow's original work, Solow $(1958,1958)$, the model was developed based on stylized facts from the most advanced countries and these facts were never interpreted as universal properties for every country in the world.

[^1]:    ${ }^{2}$ Notice that assumption implies that $\beta_{0}=E(y)$,

[^2]:    ${ }^{3}$ Hall used a kernel smoother but any other smoother with random or non-random bandwidth has similar implications.

